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Abstract Active layer thickness (ALT), the uppermost layer of soil that thaws on an annual basis, is a direct
control on the amount of organic carbon potentially available for decomposition and release to the
atmosphere as carbon-rich Arctic permafrost soils thaw in a warming climate. We investigate how key site
characteristics affect ALT using an integrated surface/subsurface permafrost thermal hydrology model. ALT is
most sensitive to organic layer thickness followed by snow depth but is relatively insensitive to the amount of
water on the landscape with other conditions held fixed. The weak ALT sensitivity to subsurface saturation
suggests that changes in Arctic landscape hydrology may only have a minor effect on future ALT. However,
surface inundation amplifies the sensitivities to the other parameters and under large snowpacks can trigger
the formation of near-surface taliks.

1. Introduction

The upper 3m of soil in Arctic permafrost regions contains an estimated 1030 Pg of organic carbon [Hugelius
et al., 2014; Tarnocai et al., 2009], which is significantly more carbon than currently in the atmosphere
[Houghton, 2007]. As Arctic air and permafrost temperatures increase [Oelke et al., 2004; Osterkamp, 2005],
vast stores of organic carbon are vulnerable to thawing, decomposition, and release to the atmosphere as
greenhouse gases [Davidson and Janssens, 2006; Schuur et al., 2008], potentially accelerating climate change.
The amount of carbon that is available for decomposition in Arctic soils is directly related to the active layer
thickness (ALT), the thickness of the soil layer that thaws each year. For that reason, considerable attention
has been focused on projecting ALT in future climates [e.g., Koven et al., 2013; Slater and Lawrence, 2013].

Freezing and thawing in soils is a highly nonlinear process that strongly couples hydrologic and thermal pro-
cesses through the latent heat of phase change, cryosuction, advective heat transport, thermal conductivity
dependence on frozen and unfrozen moisture content, and hydraulic conductivity dependence on ice content
[e.g., Painter, 2011]. In addition, ALT further depends on surface processes and properties, such as the surface
energy balance and the environmental conditions of snow depth, surface water, and surface albedo. These pro-
cesses are nonlinear, strongly coupled, andmany are competing. This complex nature of coupled but competing
processes has resulted in an incomplete understanding of howALT varies with local environmental conditions. In
this Letter we use a recently developed permafrost simulation tool to untangle process sensitivity of ALT to key
environmental controls: thickness of the tundra organic layer, snowdepth, and amount of water on the land-
scape. We focus on this subset of environmental controls because they affect competing processes, which leads
to a more complicated and less understood relationship to ALT compared to other environmental controls.

Organic-rich soil regulates thermal conduction and transfer of surface energy to the permafrost [Beringer et al.,
2001; Hinzman et al., 1991; Nicolsky et al., 2007], as is well established in the modeling community [Chadburn
et al., 2015a; Dankers et al., 2011; Lawrence and Slater, 2008; O’Donnell et al., 2009; Rinke et al., 2008]. However,
liquid and gas saturations also play a role in determining soil thermal conductivity [Johansen, 1975], which link
saturated soils to deeper ALT [Gamon et al., 2012; Wainwright et al., 2015; Zona et al., 2011]. Ponded water and
surface saturation further affect the surface energy balance by regulating surface albedo and energy partitioning
to latent heat fluxes [Liljedahl et al., 2011]. Surface water is controlled by microtopography and macrotopogra-
phy [Engstrom et al., 2005; Muster et al., 2012]. Soil moisture is influenced by subsurface flow [Helbig et al., 2013;
McKenzie and Voss, 2013; Rowland et al., 2011; Yi et al., 2014] along with peat, and partially decomposed organic
matter, which tend to have high residual saturations and soil moisture holding capacities [Letts et al., 2000].
Snowmelt also supplies water to soil, Arctic ponds, and low-elevation topography [Rovansek et al., 1996; Woo
et al., 2006], seasonally affecting soil moisture.
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Bulk thermal conductivity of peat is highly dependent on the saturation state and increases with decreased
gas saturation [Andersland and Anderson, 1978; Farouki, 1981]. It is speculated that high porosities of organic
soil [Letts et al., 2000; Yi et al., 2009] allow for broad ranges of peat thermal conductivity and latent heat
demands due to large changes in volumetric water content [O’Donnell et al., 2009]. However, both mineral
and organic soils can have porosities above 50% in polygonal tundra [Hinzman et al., 1991; Nicolsky et al.,
2009] due to frost mechanics; therefore, the entire soil profile maybe subject to large thermal property
variation from transient hydrological conditions.

The low thermal conductivity of snow moderates atmospheric winter conditions and prevents soils from
experiencing large temperature swings, which results in warmer winter surface soil temperatures [Hinkel
and Hurd, 2006; Zhang, 2005]. For example, horizontally varying snow depth by 30 cm due to microtopogra-
phy resulted in up to 10°C soil temperature changes [e.g., Sturm and Holmgren, 1994]. However, given that
ALT is measured in late summer when snow is not present, it is uncertain how much the winter influence
of snow will affect ALT [Chadburn et al., 2015b].

Thus, snow depth, organic layer thickness, and the amount of water in the landscape influences individual
thermal hydrological processes in ways that are either known empirically or can be deduced from basic
physical understanding. However, it is the interacting effects of these processes that control active layer
dynamics, and to understand ALT, it is necessary to turn to numerical simulation.

2. Methods

Process-rich models of thermal hydrological dynamics can help untangle the physical controls of thermal
hydrological phenomena [Endrizzi et al., 2014; Painter, 2011;Westermann et al., 2016], especially whenmodels
have been systematically refined using measured data [Nicolsky et al., 2007; Rawlins et al., 2013; Schaefer et al.,
2009]. Here an ensemble of 1D thermal hydrology simulations are generated using the Advanced Terrestrial
Simulator (ATS), which has been extensively refined in an iterative observation-model framework to reduce
model structure error [Atchley et al., 2015a], to systematically sample environmental conditions such that
each realization represents specific environmental conditions encountered in tundra. ALT sensitivities are
calculated as slope coefficients from linear regressions along 1D transects through the ensemble of varied
environmental conditions. Color maps of these sensitivities expose the interactive influences between the
environmental conditions and ALT.

2.1. Model Description

ATS is a collection of process models and physics-basedmodel couplers within the Amanzi-ATSmodeling fra-
mework [Moulton et al., 2011]. A process management tool called Arcos [Coon et al., 2016] is used to manage
the significant degree of model complexity arising from these integrated surface/subsurface thermal hydrol-
ogy models. ATS implements the modeling strategy for permafrost systems outlined by Painter et al. [2013].
Energy and water fluxes from a snow and surface energy balance model [Atchley et al., 2015a] are coupled to
potentially frozen surface water, which is then coupled to a variably saturated subsurface domain. Mass and
energy conservation equations are described by Painter [2011], Frampton et al. [2011], and Karra et al. [2014],
using the explicit “freezing point depression” model of Painter and Karra [2014] to partition ice and liquid
phases in unsaturated conditions. This model allows liquid to coexist with ice below 0°C and flow due to
cryosuction. The internal energy of the soil water system is a volumetric average of the internal energies of
the components vapor, liquid, ice, and soil solids. Latent heat is represented implicitly through the differ-
ences in internal energies of vapor, liquid, and ice. Bulk thermal conductivity is related to porosity and liquid,
ice, and gas saturations following the methods of Johansen [1975] and Peters-Lidard et al. [1998]. Snow depth
is temporally variable because of snowfall, snowmelt, sublimation, and aging. The snowmodel is described in
Atchley et al. [2015a] and Text S1 in the supporting information.

2.2. Model Configuration

We consider an ensemble of one-dimensional columns and interpret each as a large-scale representation of a
hypothetical Arctic watershed, consistent with contemporary conceptualizations in the land surface compo-
nents of Earth systems models [e.g., Clark et al., 2015]. Each realization prescribes environmental conditions
for a 1-D column model with a 2 cm moss layer at the surface followed by a specified peat layer thickness
and a mineral layer that extends to a depth of 50m. The moss is discretized at 1 cm, below which cell
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discretization is 2 cm; therefore, the ALT is resolved to plus or minus 2 cm. Thermal hydrologic parameters
for moss, peat, and mineral soil layers are listed in Table S1 in the supporting informaiton [Atchley et al.,
2015b]. ALT uncertainty caused by subsurface parameter uncertainty is detailed by Harp et al. [2015] and
found to be less than climate uncertainty. Meteorological data from Barrow, AK, is used for the surface
energy balance (Text S2).

We scanned peat thickness from 2 to 40 cm and snowfall amount from 0 to 3 times the normal precipitation
amount, which corresponded to an approximate snow depth range of 0 to 1.2m. In addition, we varied the
amount of water in the landscape, which is controlled in reality by precipitation, evapotranspiration,
and runoff. Specifically, we impose a “fill and spill” condition and varied the spill-point elevation. That is,
the water table was dynamically calculated but was limited to a specified maximum value established
by assigning atmospheric pressure at the maximum water table elevation (spill-point elevation). All
subsurface cells above the spill-point were assigned a seepage boundary condition that allowed excess
water to flow out of the column laterally. By scanning this spill-point elevation from �51 cm below the soil
surface to 31 cm above the soil surface we thus tune between well drained to poorly drained landscapes.
The mean liquid saturation is a model outcome controlled by the spill-point elevation; given the range
of spill-points prescribed, mean liquid saturation of the unfrozen portion of the column varied from
59% to 100% (Figures S1 and S2 and Text S3). Fourteen different snowfall depths, 27 subsurface, and 30
surface spill-point elevations and 20 peat thicknesses are tested for a total of 15,960 realizations.

2.3. Model Spin-Up and Simulation

Each model run involved three steps: a two-step initialization, followed by a 4 year simulation. First, a
deep permafrost initial condition for all combinations of peat thickness and spill-point elevations was
established by freezing from below with a �9.5°C bottom temperature. It is important to set the spill-
point and peat thickness before freezing the column so that as ice forms and pore volume is taken up
by the volume expansion of the liquid-to-ice phase change; water can seep out above the designated
spill-point elevation. As a result, various liquid and ice saturations were spun-up consistent with the
specified environmental conditions. Realizations with a spill-point above the soil surface were initialized
with a fully saturated column, where snow height and surface runoff evolved as a result of meteorological
conditions. In the second part of the spin-up process, a cyclical thermal steady state, defined as less
than 0.1mm change in ALT, was achieved from a 10 year spin-up using average decadal meteorological
data from 1 October 1998 to 30 September 2009 at Barrow, AK. As the thaw depth increases and
snowmelt and precipitation infiltrates, water may seep out of the subsurface to the point of the assigned
spill-point or replenish water lost from evaporation (Figure S2 and Text S3). Finally, we ran all realizations
forward 4 years (Text S2) specifying all three environmental variables (peat thickness, spill-point elevation,
and snowfall amount). We determined ALT for each realization as the deepest thaw point during the
fourth year.

3. Results

The simulated ALT ranged from a low of 24 cm to a high of 56 cm, which is within the range observed at
Barrow, Alaska [Cable and Romanovsky, 2014; Sloan et al., 2014]. ALT has a strong negative correlation to peat
thickness (Table 1), as the largest ALT was simulated when peat thickness is shallow (Figure 1). However,
when peat thickness is greater than ALT, approximately 30 cm for conditions simulated here, the strong
negative relationship ceases to exist. ALT is positively correlated to snowfall, and weakly yet positively corre-
lation to spill-point elevation and unfrozen liquid saturation (Table 1). The transition to inundated conditions
resulted in a slight increase in correlation between ALT and spill-point elevation and a stronger positive
correlation between ALT and snowpack depth.

Interactions among the three environmental conditions are examined by first computing primary sensitiv-
ities along 1-D transects through the ensemble as the slope from linear regressions of ALT and single envir-
onmental conditions. The range of ALT is the primary sensitivity multiplied by the range of the sampled
environmental condition (method depicted in Figure S3). Matrices of these 1-D sensitivity transects are
then assembled for each environmental condition for all combinations of the other two environmental
conditions. Separate sensitivity maps (Figure 2) are generated for exposed and inundated soil surface.
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Increasing peat thickness from 2 to 40 cm causes the ALT to decrease because peat is a better thermal
insulator than mineral soil. The magnitude of that decrease ranged from 12 to 25 cm, depending on the
values of the other two environmental conditions (Figures 2a and 2b). Snow and spill-point elevation interact
with peat thickness to control ALT when the soil surface is exposed, but only snow interacts with peat
thicknesses when the soil surface is inundated.

The sensitivity of ALT to spill-point elevation is modest, regardless of whether the soil surface is exposed or
inundated (Figures 2c and 2d and Table 1). Specifically, changing the spill-point elevation from �51 to 0
changes the ALT by an insignificant amount except when the peat thickness is small, in which case the
change is at most 8 cm (Figure 2c). When the landscape is inundated (Figure 2d) ALT sensitivity to the
spill-point strengthens, but is still low unless the snow multiplier is large.

Changing the snowfall from 0 to 3 times the base snowfall resulted in an ALT change between 4 and 18 cm
(Figures 2e and 2f), with the largest ALT sensitivity to snowfall occurring in inundated conditions. It is important to
note that large snowpacks and deeply inundated landscape led to the formation of a surface talik, which did not
reach a cyclic steady state within the 4 year simulation. Thus, at snowfall multipliers approximately greater than
2.2 and spill-point elevations approximately greater than 27 cm, the sensitivity coefficients refer to maximum
annual talik depth.

4. Discussion
4.1. Peat Thickness

The strong negative dependence of ALT on peat thickness is due to the differences in thermal properties of
peat versus mineral soil. First, peat is less thermally conductive than mineral soil for all saturations states,
especially during winter when the subsurface is frozen and ice content is high (Figure 3). Second, the amount
of energy needed to melt ice, the latent heat of fusion, is approximately one and half times greater in peat
than mineral soils (Table S2), due to the high porosity and residual saturation of peat. Therefore, peat both
insulates permafrost during the summer, as has been shown empirically [Shur and Jorgenson, 2007;
Yi et al., 2007] and by simulation [Lawrence and Slater, 2008; Schaefer et al., 2009], and requires more
energy to thaw due to greater latent heat of fusion demands. The higher thermal conductivity for mineral

soil at all ice/liquid/gas saturation states
(Figure 3) and the small amount of
energy needed to thaw mineral soil
results in deeper ALT when peat is thin
(Figure 1).

4.2. Inundation State

The modest ALT sensitivity to spill-point
below the surface is a result of two
competing effects as the subsurface
becomes saturated. First, thermal con-
ductivity increases for both peat and
mineral soil as liquid and ice saturation
increases (Figure 3), which results in
more energy flowing into the subsur-
face. However, increased ice saturation

Figure 1. Full ensemble ALT results with snowfall multiplier range from 0
to 3, peat thickness from 2 to 40 cm, and a spill-point elevation range from
�0.51m below the soil surface to 0.31m above the soil surface. The right
cube is the reverse perspective of the left cube.

Table 1. Pearson’s Correlation Coefficients for ALT and Each Environmental Condition

Pearson’s Correlation Coefficients

Environmental Variable Combined Spill-Point Below Spill-Point Above

Peat thickness �0.81 �0.84 �0.80
Snowfall amount 0.44 0.41 0.47
Spill-point 0.14 0.13 0.15
Unfrozen liquid saturation 0.13 0.16 --

Geophysical Research Letters 10.1002/2016GL068550

ATCHLEY ET AL. INFLUENCE OF ENVIRONMENTAL CONDITIONS ON ALT 4



also requires more energy to melt a larger mass of ice whereby the latent heat of fusion effects can cancel
increases in thermal conductivity. Given that peat has large pore space, high residual saturation and a small
change in thermal conductivity relative to mineral soil (Figure 3), the increased consumption of energy by
latent heat of fusion in saturated peat soils can offset gains from increased thermal conductivity, resulting
in ALT being insensitive to spill-point elevation changes. Conversely, if the soil is largely mineral soil, the gains
in thermal conductivity outweigh the increased energy demand to melt ice, and as the soil saturates ALT will
increase (Figure 2c).

Figure 2. Sensitivities of the ALT to (a and b) peat thickness, (c and d) spill-point elevation, and (e and f) snow depth for
exposed (Figures 2a, 2c, and 2e) and inundated (Figures 2b, 2d, and 2f) soil surface conditions. The slope of the change
in ALT is multiplied by the range of change in environmental condition and plotted in units of ALT change (cm).
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ALT sensitivity to ponded depth (spill-
point above soil surface) is weak and gov-
erned by snow thickness (Figure 2d). With
little to no snow present, increasing the
ponded depth, and therefore winter ice
mass, results in a negative ALT sensitivity
due to the increased energy needed to
meltmore ice. However, at approximately
half the normal snowpack or greater, the
ALT sensitivity to spill-point elevation
becomes positive. The addition of snow
slows the loss of heat from surface
water to the atmosphere during the fall
freeze, which has the effect to extend
the freeze curtain, especially for heavily
inundated areas that have a larger
mass of water undergoing freezing. As
ponded water and snow depth
increases, a threshold can be crossed

where the near surface does not fully freeze during the winter resulting in a talik (demonstrated in
Figure 4b, for the large snowfall amount).

4.3. Snow Depth

Snow depth had the greatest effect on soil temperature during the winter (Figure 4), with more pronounced
winter insulation in the inundated cases, because a conductive layer of ice exists below the snow. Much of the
soil temperature differences between realizations with different snowfall amounts disappeared during
the spring because energy from warm spring temperatures also conducted through small snowpacks.
However, soils that have been exposed to increased winter thermal loss due to the absence of snow are
colder in the deeper subsurface and require more energy inputs to thaw the soil. The increased sensitivity
to snow depth for saturated columns is due to the increased thermal conductivity of water and ice that
are either in direct contact with the atmosphere or are insulated by snow. The insulation resulting from snow
on a saturated surface also extends the freeze curtain, where thermal loss is absorbed in latent heat of fusion
(Figure 4b), which prohibits extremely low winter soil temperatures and therefore warmer summer soil
temperatures and a deeper ALT (Figure 4b, inset).

5. Conclusions

ALT is most sensitive to organic layer thickness, which prevents deep thawing due to the combined affects of
thermal insulation and increased latent heat effects compared to mineral soil. The strong sensitivity to peat
thickness demonstrates the need for accurate characterization of peat thickness along with rates of peat

Figure 3. Thermal conductivity of mineral and peat soil for varying liquid
and ice saturation. The reduced saturation reflects the residual saturation
where 0.18 and 0.3 for mineral and peat, respectively, are lowest saturation
endpoint for ice and liquid, plotted as 0 on both axes.

Figure 4. (a and b) Time series of 35 cm deep soil temperatures for three snowfall multipliers. “Small,” “medium,” and
“large” correspond to 0.077, 1.46, and 3.1 snowfall multipliers, respectively. The inset magnifies the portion of the time
series when ALT is determined. The peat thickness is 14 cm, and the spill-point is set at 50 cm below the surface in Figure 4a,
and a spill-point of 25 cm above the surface is set in Figure 4b.
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accumulation and decomposition if reliable projections of ALT are to be made in future climates. The amount
of water on the landscape (drainage efficiency) showed a surprisingly modest effect on ALT, as the role of
landscape inundation, both above and below the land surface, is controlled by the competing effects of
increased thermal conduction and latent heat demands. Viewed in isolation, this simulation result suggests
that wetting or drying of the Arctic landscape stemming from ice-wedge degradation [Liljedahl et al., 2016]
or altered precipitation and evaporative conditions may have only a minor impact on active layer evolution.
However, inundation state has a regulating effect on the remaining environmental conditions and can
amplify ALT sensitivities to organic layer thickness and snow. In particular, sensitivity to snow depth is
increased when the surface is inundated and as both ponded depth and snowfall increase, a threshold can
be crossed where the near subsurface does not freeze during the winter, forming a talik. The combined
results demonstrate the importance of considering coupled environmental conditions when projecting
ALT and provide motivation for additional process representation in models that are backed by experimental
and field observation to improve ALT prediction under changing conditions.
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