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Knowledge Engineering for Document Analysis

 and Classification

Abstract


The purpose of this document is to introduce a process model (concepts, principles, techniques and useful conventions) for knowledge engineering that enables the productive development of concept networks (CNs) and assists a beginner in gaining a significant level of success in developing and using CNs for their particular applications. This document is intended to begin the process of formalizing a CN knowledge engineering methodology. Although we will adopt the perspective of classification in doing this, the process we will introduce actually has broad application. The ideas presented in this document emerged initially from the thinking of Jeff Long and Yukiko Sekine, then from the experience of the Y-12 classification community in creating an automated expert classifier, and finally from the experience of AreteQ, Inc. (a private sector partner of BWXT-Y-12) in exploring commercial applications of this technology. It is anticipated that this document will evolve into a family of manuals for knowledge engineering that ultimately reflects the best ideas from all areas of CN application.


This discussion presents the application of a very general model for thinking about information to the specific application of National Security Classification. For example, in the following, we shall often apply the term classification to “classified/unclassified” information. The discussion holds for any type of sensitive information, including “proprietary” information. More generally, our use of the term classification is really the process of “identifying information of value” within the application area of National Security. This generalization makes the following discussion relevant to every field of knowledge and to essentially every human activity.


This document is divided into three sections.

Section I: Introduction
Section II: A Basis for Understanding Knowledge Engineering for Classification provides a description of a simple metaphor/model intended to facilitate understanding the knowledge engineering process for creating concept networks.  This model, which ties directly with Y-12 classification experience, not only can be readily generalized to almost any area of human activity or any subject area.
Section III: Knowledge Engineering of Concept Networks addresses the practical aspects of CN knowledge engineering as applied to classification.  The discussion reflects DOE’s implementation technology called Ferret. This section also includes a brief discussion of a tool called the Knowledge Engineering Mapping Assistant, or KEMA, which enables simple, self-consistent CN construction.

Knowledge Engineering for Classification
Section 1: Knowledge Engineering Introduction
The Department of Energy and other government agencies develop and maintain enterprises that help assure national security.  The nuclear weapons enterprise is an example of these enterprises.  Such enterprises have sensitive information that could be used by an adversary to jeopardize national security through, for example, sabotage, nuclear proliferation or nullification-of-advantage of weapon systems.  National Security Classification (or simply classification) is the process of identifying the presence of this sensitive information for the purpose of protecting national security.

To identify information potentially of value to an adversary (e.g., classified information), classification “filters” have been constructed around sensitive government enterprises.  Enterprise information that might reveal classified information, were it accessible to the outside world, must go through such filters.  A filter is comprised of (1) all persons (potentially) having access to classified information, (2) a select group (“community”) of individuals authorized reviewers or classifiers who understand both the nature of what is classified and where/how this information becomes accessible within an enterprise, and (3) guidance that prescribes both the nature of classified information and the “boundary” separating classified and unclassified information.1

The fundamental process determining filter effectiveness is “classification thinking,” represented by the diagram in Figure 1 on the next page.  This process is essentially identical to that used in intelligence activities and, more generally, in any research and development activity.  As indicated in the diagram, the Information Acquisition and Evaluation "lens" transforms a universe of information into information (potentially) related to a particular subject—it identifies (potential) "information of value," (IOV) where value is defined in terms of intensity of interest in some subject.  In National Security Classification, it is the perceived intensity of a (potential) adversary's mission that defines value and determines the fundamental nature of classification guidance.  This guidance is a resource that enables classifiers to identify the relevance of enterprise information to national security concerns.  In other intelligence-related activities, including essentially all research and development "future-understanding,” based on present understanding, subsumes the role of classification guidance.


As shown in Figure 1 (next page), the focal point of classification thinking is "Create Valid Understanding." This is a general analysis/synthesis process that leads to an increasingly accurate representation of a particular situation or subject area.  It is similar to the systems engineering process that has led to the successful development of modern science and technology.  If understanding were represented by a map, then the creation of valid understanding would be the processes involved in developing an accurate map.

The critical inputs to Create Valid Understanding are the processed information provided by the lens, existing knowledge resources that facilitate formation of valid understanding (e.g., classification guidance, technical expertise) and the understanding of the adversary.  A part of this “creation” process is the understanding of (potential) vulnerabilities and an assessment of risk.  The classification result, as shown in Figure 1, is a decision as to whether classified information is or is not present in a particular situation.
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Figure 1-The Complex, Non-Linear Classification Process

Recently, the DOE has developed information technology that promises to enhance classification filter performance by (1) facilitating the development of improved guidance and classifier understanding of guidance and (2) providing automated expert-classifier decision making.  It is useful to think about these two functions as two of the capabilities that an expert (or “Master”) classifier would possess.  From this perspective, the knowledge engineering process addressed by this document becomes the methodology by which the knowledge and understanding of an automated expert classifier is constructed so that the capabilities listed above, and other expert classifier capabilities, can be exploited to enhance the effectiveness of the classification filter.


DOE’s new information technology is based on representing enterprise knowledge and understanding (K/U)—including classification K/U—in terms of a K/U critical to enterprise operations while simultaneously enabling the automated use of the K/U to enhance classification and other information technology applications.  The construction of a CN to reflect expert K/U is an attempt to replace the Create Valid Understanding part of classification thinking by the ability of a computer to recognize a pattern in electronic text that accurately represents expert K/U.  The combination of a CN with a rapid, flexible and useful implementing technology has produced an automated classification expert (ACE) that has demonstrated excellent performance.

CNs are actually familiar objects, and their value in summarizing and organizing knowledge is well-established.  For example, we think about our world in terms of systems—collections of things and their interrelationships.  We represent our understanding of a situation or subject by language which prescribes concepts and their interrelationships—a system (or network) of concepts.  Any coherent compilation of text (e.g., a story, a dictionary, an encyclopedia entry) can also be viewed this way.  We often summarize our understanding of things by using diagrams that show concepts as geometrical figures and their interrelationships as lines.  For example, most characterizations of processes, projects and organizations are of this form.  These characterizations—systems of concepts—are CNs.  Library categorization, ontologies, and thesauri are familiar CNs.  These examples suggest a more general observation: that the content of any field of knowledge can be approximately, but usefully, represented by a finite system of concepts.


The efficacy of information technology that uses a CN depends critically on the process by which the CN is constructed.  This process (representing K/U in terms of CNs and optimizing these networks for particular applications) is referred to as “knowledge engineering” (for concept networks).
Section 2: A Basis for Understanding KE for Classification

In this section, we introduce a model for classification based on a familiar physical “treasure” model.  Throughout the rest of this document, we will often use ideas from this model to clarify and represent classification concepts.

The effectiveness of a classification filter depends on the effectiveness of classification thinking which, in turn, depends on the knowledge and understanding (K/U) of the individuals involved in classification.  In attempting to create an automated capability to classify, we will attempt to get a computer to simulate the process an expert classifier uses to recognize classified information.  In doing this, it is advantageous to view the automated classifier as a talented person whom you are trying to develop/transform into a classification Master.

One way to get the computer to simulate an expert’s recognition of classified information in text is to preprogram it with a suitably-accurate representation of expert K/U and enable it to read electronic text and arrive at a classification decision.  This approach is shown diagrammatically in Figure 2.  The representation of expert K/U that we will employ is based on the use of concept networks (CNs).  The process of creating CNs will be referred to as knowledge engineering of CNs.
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Figure 2-Automatic Classification

To create an expert classifier, it is important to have a fundamental understanding of classification.  The model presented next provides a simple representation of this understanding.
A Gaming Scenario

Consider the following gaming scenario: The Treasure Hunt.

A wily group of pirates is out to acquire “treasure” which resides on an island where you live.  You are responsible for protecting the treasure.  To prevent loss of the whole treasure, the treasure has been divided into a number of pieces and you have constructed barriers, cleverly integrated with the island topography, to deny access to the treasure.  The nature of these barriers is based on some reasonable-appearing assumptions about the capabilities and understanding of the pirates.  You have a treasure map which provides a detailed representation of island topography, the nature, value and location of the treasure, pathways that provide (or may potentially provide) access to the treasure and the barriers that protect those pathways. The island has not been explored in detail previously by outsiders, although a (very) rough topographical map of the island exists.  The nature, value and location of the pieces of treasure are known to varying level of certainty by the pirates, but pathways to successfully access the pieces are not known and cannot, in principle, be readily determined.

Treasure and "Critical Understanding" 

In the classification business, we are interested, typically, in precluding an adversary from understanding how to do something, for example, understanding how to develop nuclear or other weapons, how to acquire enriched uranium or some other precious material, or how to defeat a security system.  Metaphorically speaking, the critical understanding that an adversary seeks is the treasure.  In most cases, this understanding is really an integrated set of “sub-understandings,” which are analogous to the pieces of the treasure.  These sub-understanding are similar to a set of patent ideas on which the design of a complex system might be based.
Island Topography and the Enterprise Model

The landscape or topography of the island represents information associated with the operations of an enterprise in which the critical understanding is embedded.  A detailed topological map of the island represents a “business model” of the enterprise (an “Enterprise Model”).  Pathways over the terrain represent “information pathways” or combinations of enterprise information that lead to better understanding of the enterprise and, potentially, the (critical-understanding) treasure.  Sequences of “indicators” that reveal critical understanding define information pathways to that understanding.  The array of barriers that deny access to the treasure represent the classification filter, based on classification thinking, that precludes access to information of value to the adversary.  Finding pathways to the treasure, hence, exploring the landscape in search of the treasure, is like the adversary’s intelligence activity of gathering, evaluating, analyzing and synthesizing information associated with an enterprise in order to acquire information of value.
The Treasure Map and Classification Guidance

The traditional strategy for protecting treasure is first to clearly define the nature, value and location of the treasure, and then design a suitably-impenetrable boundary region around it.  These elements, in the context of the island topography, are represented by a treasure map.  In the classification analogue, classification guidance is the treasure map.


An information analogue to the treasure map is shown in Figure 3.  This island-like depiction shows the critical information sought by an adversary (treasure) at the center of the diagram.  The dashed boundary line indicates the “extent” of the treasure and the beginning of the boundary region.  Information of value (IOV) to an adversary is shown as a dotted region that encompasses the treasure and extends beyond the dashed line into the boundary region.  The IOV has two parts: that which defines treasure and that which is related to the treasure (e.g., properties of the treasure) that would help an adversary in acquiring the treasure.  The boundary region, depicted by the area between the dashed line and the outer contour, is made up of enterprise information.  This region is structured by broad/topical classification guidance which defines IOV and prescribes “unclassified” enterprise information that serves to define the outer limit (contour) of enterprise information.  The region between the IOV and the outer contour contains information pathways that connect general enterprise information to the IOV.
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Figure 3--Classification "Treasure Map"

The following comments are intended to provide some useful ideas for thinking about the treasure map:
Defining Treasure

Defining the nature, value, and location of the treasure is an important first step in creating the treasure map.  We have found it useful to implement this step in a “top-down” fashion.  Suppose, for example, in the gaming scenario above that the treasure was distributed within a square.  We could divide the square into four quarters and identify the nature and location of the treasure in each quarter.  Next, we would divide each quarter into quarters and so on, identifying with each division the nature, value and location of the treasure in the smallest areas.  Assuming that the detail associated with a lower-level square is incorporated in the description associated with a higher-level square, then it is clear that the value of square descriptions increase as the size of the squares increase.  The value of this top-down approach, which allows us to identify, ultimately, the detailed location of the treasure, is that it enables us to decide where the barrier strength needs to be highest, and it helps to assure that resources are used productively in protecting the treasure.


In the analogous information picture, the treasure (critical understanding) is represented as a hierarchy which begins broadly and becomes increasingly specific.  Because the higher-level elements “contain” the detail of the lower-level elements, they have a correspondingly higher value.  The transition between levels of the hierarchy is determined by answering the question: “What elements of understanding in the higher-level element constitutes critical understanding?” These critical “sub-understandings” determine the next lowest level elements of the treasure hierarchy.

Constructing the Boundary Region

The strategy for the constructing the boundary region surrounding the treasure depends, in general, on the value of the treasure, the nature of the topography surrounding the treasure, what we assume that an adversary already knows (or can readily find out) about the treasure and on the topography in which the treasure is embedded.  Far away from the treasure, the need for barriers is low.  Clear pathways to the treasure are essentially non-existent.  However, as one approaches the region in which the treasure resides, the barriers to access are generally higher and, their positioning becomes much more strategic.  

In the classification analogue, enterprise information residing near the outer contour in Figure 3 is not strongly associated with the critical understanding (e.g., a menu of today’s menu in the enterprise cafeteria).  The information in this part of the boundary region is very “diffuse” (relative to the IOV) and potentially useful information pathways are either non-existent or are very ill-defined.  However, as one “approaches” elements of the treasure, the boundary between the treasure and its associated enterprise information can readily reveal pathways to access the treasure.  The definition of IOV provides the basis on which the classification filter can block these pathways.  Indicators of IOV create an important challenge for the filter.  They have to be carefully examined to assure that sequences of them, which prescribe enterprise information pathways to the IOV, do not in fact reveal IOV.  To fully identify these indicators, it is important to recognize that information prescribed by the unclassified topics do not, in general, represent the total relevant information to which an adversary has access.  Often, for example, information associated with critical understanding has been inadvertently released.  The classifier must assume that the adversary has this information.  Moreover, the adversary may also have an “R&D program” aimed at acquiring the critical understanding without our assistance.  This R&D program serves as a lens: it focuses the search for critical understanding.  Indicators must be identified and barriers should be constructed to deal with these extenuating considerations.


Classification guidance, broad and topical, provides the basis for filter design and for identifying sensitive enterprise information pathways in the boundary region.  In fact, the extent of the boundary region can often be determined by comparing classified and unclassified guidance information.  Broad guidance and the classified topics define IOV.  The broad guidance and unclassified topics determine what enterprise information can be given to the outside world and hence, information that can flow freely through the classification filter.  
Representing Treasure Maps 

In general, the elements of a treasure map and their interrelationship are really concepts that can be characterized by terms or phrases and their relationships.  For example, “Treasure-1 is under the pink palm tree” or “Go to the pink palm tree by turning right at the big, blue rock and proceed straight ahead for ¼ mile.” In the first example, Treasure-1 and pink-palm-tree are two concepts and “under” specifies the interrelationship.  The concepts, represented by terms or collections of terms are elements of a concept network (CN).  Similarly, critical understanding and information pathways leading to critical understanding can be characterized by concepts and their interrelationships, hence forming a CN.  In general, enterprise information can be represented by a CN.  We shall represent this enterprise CN by ECN.


These observations lead to the fundamental assumption that drives the use of CNs: In order to store and use effectively the knowledge/understanding associated with protecting treasure, we assume that IOV and the enterprise information pathways leading to IOV can be cost-effectively represented by a CN.  In terms of an automated expert classifier, this means that the classification value added over the long term by using the CN approach outweighs the cost of creating/maintaining the CN.  The primary measure of performance of the CN approach is accuracy in identifying IOV.  The most important economic criterion is the productivity with which the CN can be constructed.  Accuracy and productivity are determined by (1) the availability of subject matter experts and the effectiveness of the thinking process that represents expert knowledge and understanding in a CN and (2) the existence of a tool to efficiently create the CN.

We will proceed now to examine the implications of this CN assumption in the light of our classification model.  In the following, we will take the liberty of often using concepts of the treasure model interchangeably with the concepts of the classification model.  For example, we will generally refer to “critical understanding” as simply "treasure." 
An Example of the Classification Model


This section provides a discussion of an example of the Classification Model discussed above.  The diagram shown in Figure 4 is a particular representation of Figure 3.  33The data in Figure 4 are based on a DOE classification training guide called “The Classification Guide for Electric-Powered Cars (CG-EL1).” Topics in this DOE training guide have been altered for the purpose of illustrating particular ideas related to CNs.

The diagram in Figure 4 shows a portion of the DOE Prototype Electric Vehicle “treasure map.” It is divided into three major horizontal elements (see left-most part of diagram): (1) Treasure, (2) Information of Value (IOV), and (3) Enterprise Model Associated with IOV.  An example of the elements of treasure (DOE Prototype Electric Vehicle Design) is shown in the upper horizontal segment of the figure.  The middle segment of the figure shows IOV, represented by classification topics labeled by topic identifiers (e.g., 101, 102).  The concept network (CN), used to connect enterprise information with the IOV, is shown in the segment of the figure labeled Enterprise Model Associated with IOV.  The concepts in the CN arise in enterprise operations and define or are related to the treasure.

The following provides a brief discussion of key components of Figure 4 (next page).  A more detailed and general discussion of the CN and techniques for its development (knowledge engineering) is presented in Section 3.
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Figure 4--EL1 Knowledge Base Example

Treasure (Critical Understanding)


In general, treasure is represented by a hierarchically structured network (not a simple hierarchy, in general) of information, like a taxonomy, that provides an increasingly detailed level of characterization.  Treasure-value in the form of classification category and level is usually assigned to each piece of the treasure.  In Figure 4, the “whole” treasure is the “DOE Prototype Electric Vehicle (EL1) Design.” The value of this treasure is represented by “Secret Restricted Data”—SRD].  The treasure hierarchy, shown in the upper segment of the figure, has “EL1 Engine Design [SRD]” as one entry at the next level of detail.  Of this design information, EL1 Engine Weight, EL1 Engine Power, and EL1 DC Motor Design are the pieces of treasure.  In the EL1 DC Motor Design, the Configuration of the Windings and the Material Used in the Windings comprise treasure.  Figure 5 shows a more comprehensive example of an EL1 treasure hierarchy: 


[image: image2]
Figure 5-Example Treasure Hierarchy for DOE’s Prototype Electric Vehicle R&D Project
In general, we expect that the amount of detail (e.g., number of levels used) used to specify a treasure hierarchy will depend on what the adversary is assumed to already know/understand  and on the value an adversary is expected to place on the elements of the treasure.
Boundary Region


Classification guides prescribe the nature of the Boundary Region associated with treasure.  Classification guidance topics are rules that specify elements of the treasure map in detail. They define the important information (the information of value—IOV) that a classification filter is intended to catch as well as the (unclassified) information, believed to have negligible value to an adversary.  Topics that define IOV are of two types: (1) rules that characterize pieces of the treasure and (2) rules that do not characterize treasure but are intended to close-off high-probability information pathways to the treasure.  


To better examine the nature of the Boundary Region, consider the classification topics associated with the piece of treasure Design of the EL1 DC Motor shown in Figure 4.  The topic representing this piece of treasure, 103 Design of the EL1 motor: SRD, is an example of the type (1) topic.  However, even the simple observation that DOE has chosen to use DC motors might be classified on the grounds that knowing this fact enables the adversary to limit its search for motor information to only that concerned with DC motors.  This classification topic, 103.1 Fact that EL1 uses a DC motor: CRD does not address treasure directly.  However, it does lead an adversary in the direction of the treasure—it is an indicator of treasure.  As such it is an example of a type (2) topic.  


The unclassified side of the Boundary Region (see outer contour in Figure 3) might be located by the unclassified topic: Fact that DOE has examined both DC and AC motors for its EL1 engine: U. This topic is unclassified because it provides no useful information to a competitor/adversary.  A classification filter must catch the fact that DOE is going with DC motors but must allow through that fact that DOE has considered both AC and DC motors.

 Information of Value (IOV)


The topics having a classification (value, e.g., SRD) associated with them define IOV.  The IOV in Figure 4 appears in a topic box that has multiple parts.  The upper part of these boxes provides the topic identifier, the exact statement of the topic and the value (classification) associated with the information the topic covers.  The lower part of the topic boxes shows the same topic stated in a “bare-bones” or “minimal” fashion.  


The minimal form of a topic is critical to the development of a CN because it translates from the free form of the topic into a form that can be readily used to construct the initial elements of the CN.  We have found, in general, that classification topics can be reduced to the minimal form: “ID#   If [A, B, C,….] Then Value.” The ID# is the topic-identifier number and A, B, C,…are concepts, represented by a word or phrase, that have been selected to characterize the topic in a “meaningful” and “reasonably complete” fashion.  The symbol [A, B, C,…] represents the logical interrelationship between the concepts that characterizes the condition under which the classification topic (represented by ID#) is identified (“satisfied,” “found” or “fired”).  For example, if [A, B, C] is a simple association,
 then the topic is identified when A and B and C are present within a certain (specified) proximity in a piece of text.  The concepts ID#, A, B and C are special elements of the CN called Trigger Concepts (TCs). 


As an example, consider the first topic box in Figure 4.  The associated piece of treasure is the weight of the EL1 engine which is valued at CRD.  Topic 101 (101 Weight of the EL1 engine: CRD), which directly reflects this treasure, is presented exactly in the upper entry in the topic box.  The lower entry in this box shows the condensation of topic 101 into the “If…Then” form, identifying in the process the TCs EL1-Engine and Specified-weight.  The topic identifier, CG-EL1-101, represents the topic in the CN.  In order for Topic 101 to be “found” in a piece of text, either its identifier CG-EL1-101 or both EL1-Engine and a Specified-weight must be found within a certain proximity.  This association is shown by the arrows indicating that both concepts “flow” into the concept CG-EL1-101.


This simple example provides the opportunity to make an important observation about the construction of the minimal forms, or equivalently, the TCs.  It may seem curious that we have used the concept Specified-weight instead of simply Weight.  However, when the CN is used by an automated expert for classifying text, it is really the numerical weight of the engine that is the treasure, not the fact that EL1 engine has a weight.  This choice of TCs illustrates a very important general principle, namely, that the transformation from how a topic is worded to how the meaning of the topic is captured in the minimal form or, equivalently, in terms of TCs, must be considered very carefully if the accuracy of the automated classifier is to be as high as possible.  It is also not unusual that defining the minimal form of a topic causes a careful revaluation of the topic statement in terms of important attributes like meaning, scope and ambiguity/clarity.  This, in turn, often leads to improvements in the statement of the topic. 

Enterprise Model Associated with IOV


The enterprise model is a CN that characterizes information associated with the operations of an enterprise.  We shall refer to this enterprise concept network as the ECN.  The ECN related in one way or another to the IOV we shall refer to as the ECN/IOV.  This special CN provides the means of relating enterprise information, through a set of conceptual pathways, to the IOV.  The ECN/IOV is made up of two types of concepts and their interrelationships: (1) Trigger Concepts and (2) enterprise concepts that can be related to the trigger concepts.

Trigger Concepts (TCs)


The special set of concepts, called Trigger Concepts (TCs), include the classification topic identifier and the concepts directly attached to this identifier.  These TCs represent the IOV [classification topics--see If-then form of IOV/Topics in Figure 4].  They form the interface between the IOV and related enterprise information characterized by the ECN/IOV.  They are selected to provide the “best” characterization of IOV meaning and also to assure that potentially-classified information is flagged by an automated classifier for human classifier review.  Concepts appearing underneath but attached to the TCs in Figure 4 are concepts that are strongly related to the triggers.  The lines connecting concept boxes indicate the information pathways connecting enterprise concepts with the IOV.  These pathways, which correspond to “pathways to the treasure” are an important classification concern because, in general, whenever all the TCs of a topic can be “reached” through such pathways, then an adversary has obtained access to IOV. 
Concept Relationships


In principle, concepts can be related according to any Boolean expression.  For the classification application discussed in this document, we have found that excellent results can be obtained by using just three ways to relate concepts.
Equivalence


Equivalence is the first of these relationships; it refers to the relationship of a concept being equivalent to, a synonym for, or “essentially the same as” another concept for classification purposes.  Equivalence is shown in the ECN/IOV in Figure 4 as horizontal lines between concept boxes.   For example, the concept Bunny-car (a nickname) is used interchangeably with EL1; Engines and Motor are the essentially the same as Engine and the weight unit—lbs, or Pounds—are equivalent to the concept Pound. 
Implication

The second important relationship between concepts is Implication.  Generally, one concept can imply the presence of another with a certain “strength.” If the strength of an implication is too weak (the implication is too vague), then an automated classifier, using the CN, will generally have a high “false positive” rate which reduces the accuracy of the classification result.  For this reason, we relate concepts through implication only when there is a very high probability that the presence of one concept means that an implied concept is “almost certainly” present. 


Referring again to Figure 4, implications are shown as concepts connected by arrows having a significant vertical component.  For example, if horsepower is being discussed in a segment of text, then it is really a property of the engine that is being discussed.  The concept Engine is implied when the concept Engine-power occurs, and this happens when horsepower is present in a text segment.  Similarly, when the concept Windings is discussed in the context of electric vehicles, this implies, with high probability, that the Engine (motor) is being discussed.  Note, however, if Engine is being discussed that this does not imply that either Engine-power or Windings are being discussed.  


As another example of implication, consider a program status report that explains a manufacturing delay due to the breakdown of the “XL Winding machine.” Suppose that it is known (at unclassified) that this machine is a proprietary product of PJK Manufacturing, Inc. which works exclusively on DC motors.  That the EL1 Program is using DC motors is part of the IOV (see Topic 103.1 in Figure 4).  But XL-winding implies (() PJK-Manufacturing-Inc(DC-motor, hence the association of XL-winding with EL1 enables a competitor to deduce that the EL1 Program is using DC motors.
Conjunctive Implications (Associations)


The third way concepts are interrelated, Conjunctive-Implication, refers to a concept that is implied through an association of two or more concepts.  Conjunctive-Implications are shown as a vertical hierarchy with two or more lines merging into a single vertical line.

In Figure 4, for example, the concept EL1-engine, implied by the simple association of EL1 and Engine, is a Conjunctive-Implication.  Similarly, an engine weight of 300-lbs. is implied by the association of the number 300 and Pounds (lbs.).  


The Conjunctive-Implication plays a number of very important roles in CNs.  For example, most classification topics can be represented by associations of TCs.  In this case, the topic ID, considered as a concept in the ECN/IOV, becomes a Conjunctive-Implication comprised of an association of the remaining trigger concepts. 


Another important use of Conjunctive-Implication is the removal of ambiguity.  You will often come across a term that represents multiple concepts.  For example, “snake” can be a reptile; it can also refer to a river; in nuclear weapons, it could be the nickname for a part of the weapon.  By defining the Conjunctive-Implication:  Snake-part = Snake + Nuclear-weapon the ambiguity associated with snake can be removed.  An automated classifier that is looking for Snake within the context of a discussion of nuclear weapons would conclude that the Snake-part had been “found.” The problem with ambiguity also comes up when dealing with elements of taxonomy.  For example, the presence of the concept Engine does not imply that either Engine-power or Windings is being discussed.  To remove the ambiguity in this case, we would look for an indicator of a particular part occurring within the discussion where Engine appears. 


These examples for ambiguity-removal suggest the general principle that context can be used to remove ambiguity through a Conjunctive-Implication. 
Classification Model Applications


The Classification Model presented above has a very broad set of applications related to information acquisition and processing.  Applying the model provides a way to think effectively about many activities and situations.  In this document, we are considering only the classification application in detail.  However, the use of this model for intelligence-related activities, searching, data mining, categorization, information distribution and education are among the set of important alternative applications. 


In simple terms, the Classification Model has three important components (see Figure 3): (1) critical understanding—the treasure we need to protect, (2) information of value (IOV), expressed in classification topics, that characterizes the critical understanding and (3) a concept network that links enterprise information to the IOV.


By generalizing the definition of treasure, the classification model becomes applicable to essentially any information acquisition and use activity.  As a first example, suppose that you are running an intelligence operation, trying to discover how to build an electric vehicle that is competitive with DOE’s.  Your intelligence operation would also act as a filter to identify and, hence, to acquire IOV.  You are trying to understand the nature of DOE’s electric vehicle, e.g., its design.  The treasure you seek is, in principle, the same understanding that DOE is trying to protect. However, your definition of treasure is your understanding of what DOE is doing—not DOE’s understanding.  Your IOV might be a set of rules that characterize either what you already understand about DOE program or what you want to understand.  The ECN/IOV you would construct would reflect your understanding of the DOE enterprise. 


As a second example, suppose that you are attempting to find the regulations, procedures (or classification topics for that matter) relevant to a security situation—or, alternatively, a safety situation.  The treasure in this scenario could simply be that understanding required to make a prudent security/safety decision or to put together a sound plan for handling the security/safety situation.  The IOV could be the entire collection of procedures/regulations that may be important to the decision making/planning.  The concept network could be the mechanism that relates the enterprise vernacular associated with the security/safety situation to the trigger concepts used to characterize the procedures/regulations. 


To obtain optimum results in this “search” application example, the ECN/IOV would not, in general, be constructed exactly in the same way as it would be for the classification application.  Consider the simple example discussed previously.  Suppose that topic 101 in Figure 4 had been written (minimal form): CG-EL1-101 If [EL1-engine, Weight] then CRD, instead of CG-EL1-101  If[EL1-engine, Specified-weight] then CRD.  What is really classified is the actual engine weight. The concept Specified-weight will almost certainly never appear in any non-classification discussion of EL1 so that the form of the topic with Specified-weight as a trigger concept would never get fired.  We had to include the concept 350-lbs in order for Specified-weight to be found (see Figure 4).  On the other hand, every discussion of the EL1 engine that mentioned weight would cause the “weight” form of the topic to fire.  But this would potentially incur a huge number of false positives if this topic form were used in classification.  If one is attempting to find topics related to the weight of the EL1 engine, however, then using the topic form containing Weight as a trigger concept would be advantageous and the form using Specified-weight would be useless.  (Note: To make this simple point, we have neglected the fact that a key word search will pick up the weight part of Specified-weight.) 


The discussion above suggests an important observation: that the nature of an application (and the technology used to implement that application) will determine the structure of the ECN/IOV if  “optimized” performance is important.


A final example of an alternative application concerns education.  For this example, let’s readopt our classification focus.  Note that the ECN/IOV provides information pathways from enterprise information to the IOV.  These pathways are present because an expert classifier has identified them as potential pathways via which classified information can be revealed.  If you were mentoring a new classifier, you would want that individual to be able to recognize these pathways.  You could, in principle, use the automated expert classifier to read pieces of text—the same ones read by the student—and based on this reading and the student’s response to what is classified, the automated expert could show the pathways by which it concluded the presence of classified information.  It could be constructed, in principle, to also question the student, in the case of an inadequate or inappropriate response, and lead him/her to develop a deeper understanding of what is classified.

Knowledge Engineering for Concept Networks

We have discussed the nature of a classification model.  We have attempted to show how a simple treasure model can be used in combination with a concept network to enable an automated expert classifier to come to “reasonable” classification decisions.  In most cases, classification guidance representing the IOV exists.  The critical step in creating the automated expert is to develop the ECN/IOV.  This step requires both subject matter expertise and the capability to transform enterprise knowledge and understanding into the ECN/IOV.  This capability we shall call knowledge engineering as applied to concept networks.  The following sections of this manual discuss a model for this process.  Section 3 covers a more general discussion of the concepts, principles, and techniques. 
Section 3: Knowledge Engineering of Concept Networks

Information of Value (IOV)


Information of value (IOV) refers to hierarchical information that must be protected from an adversary.  For example, in the following figure one can see that the flow of guidance to protect the “Bunny Car”, described in CG-CR-1 (Car Guide) goes from high level to lower, more specific levels, and down finally to the exact concepts that must be protected.  In a concept network, the guidance topics are represented as Network Topics that are written in the form: IF p & q & r THEN x, where p, q, r refer to keywords
 and x to a classification level.  This is often abbreviated as (p, q, r) → x.
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For example: This Network Topic refers to

Topic 202.3 Revealing Engine Weight is CFRD.
 


Each lower level serves to define or characterize exactly what the IOV is for the level above.  IOV or what-is-to-protected about the Bunny Car design is completely fleshed out by the set of topics at the very bottom.  Thus, guidance topics represent the “bottom line” of what is to be protected; however, when a classifier or declassifier is at work on a document, each guidance topic is reduced to one or more trigger concepts, the presence or absence of which is the chief concern.  For example, in the Car Guide, one topic reads:

200.3 Weight [of an engine] is CFRD.
In this guidance topic there are two concepts that characterize its intent: engine and weight.  Any statement that associates these two concepts is classified; thus, the topic can be “boiled down” into these two trigger concepts plus the classification level, e.g. “If Engine AND Weight, then CFRD.”  This, in turn, means that the entire set of guidance components can ultimately be expressed or represented by a number of trigger concepts or trigger concept “complexes”.
  To say the same, the guidance topics can be expressed or represented by their trigger concepts inside the CN.  However, because each trigger concept is internally linked to all concepts in the CN referring to it or to which it refers, thinking of trigger concepts simply as keywords fails to do justice to the complexity of the CN.
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Figure 7: Inference Diagram from Text to GC's


Figure 2 is a schematic diagram of how text can be processed by the concept network.  It really does not matter if the network is designed to find its classification level or display its relationship to other guidance components.  From a guide author’s point of view, in addition to the particular network topic that is fired, it is very important that the entire network is displayed, including all keystones, broad guidance, and all applicable components.  From the point of view of classification, when a Network Topic fires, the classification level is found; this is enough to know that its referent must not be revealed.

Representing IOV


In constructing the CN, one always starts with the IOV.  The rest of the entire CN is created to expand the ability of the program to identify the IOV trigger concepts when they are not explicitly present in text but are suggested implicitly by the context.  One may conceive of a CN as a hierarchy or pyramid with IOV trigger concepts at the top and equivalences, implications, and associations beneath.


The process of choosing trigger concepts would be pretty straightforward if they were always in the same form and related to one in exactly the same way.  However, natural language is a very fluid entity; the same thing can be said in more than one way, and often a word or keyword can be equivalent to an entirely different concept—as in the case of scientific terminology and shop slang.  Moreover, quite often the use of only one trigger concept really does not reveal anything about a topic unless one or more other, related trigger concepts appear as well.  Even worse, sometimes a topic or keyword(s) will imply a topic in some other heading.  For example, if the number and arrangement of the batteries required a certain car body configuration, then this information would be relevant not only to battery technology itself but to shell design as well.  


Thus, there are two aspects to representing IOV in a CN: (1) selecting the trigger concepts or keywords and (2) linking them with the relationships that obtain between them.  One must take into account the concepts and their likely syntactical transformations AND the nest of relationships which give them meaning as IOV.  If one constructs a concept network satisfying both of these requirements, then the IOV has been represented in a way that is useful for searches, for classifying, for categorization, and for virtually any knowledge management task.

Choosing Trigger Concepts

The first task in choosing trigger concepts is to start at the highest level of guidance available and determine through the broad guidance, the reasons for classification, the rationale—all the guidance components that are provided—exactly what is being protected and why.  This overall perspective and setting of context is probably more useful than cleverness in selecting keywords because it will serve to identify the intent of each guidance topic.  Computer programs have a difficult time establishing intent.  They can display linkages of all sorts with the concepts a human has provided; however, if the human has misunderstood what a topic is really about, then the concepts he or she provides may miss the point of a topic entirely.  In other words, it can be misleading or even downright wrong simply to recast a topic into keywords by picking out several important concepts in a topic.  One must keep the whole CN in mind all the time.


The second step is to “boil down” the topic into as few critical concepts as possible, remembering that the goal will always be to transform guidance topics into network topics, i.d. “If (p, q, r…) then (x)”.  Another point to keep in mind in choosing trigger concepts is that since they will be put into a network with other concepts that imply them or are equivalent to them, the most fundamental form of a given concept is the best one to use.

Compound Keywords

One must be careful to distinguish between single concepts (e.g., “uranium”) and combined concepts (e.g. “enriched-uranium”).  Even though “uranium” is a noun and “enriched” is an adjective, this combination cannot be two keywords, “enriched” + “uranium” because from a classification perspective the compound concept “enriched-uranium” itself becomes a single concept referring to a different material treated entirely differently in the classification scheme from “uranium” by itself.  Thus, compound words or even phrases may become keywords.  A common mistake made here is to simply take every noun or adjective in a topic and list them all as keywords.



Compound words are always of the form a-b where two adjacent words are combined.  Depending on how a particular concept network is set up,
 each of the two words comprising the compound may or may not link to other concepts in the network as individuals.  What this means is that some topic maps may treat “enriched-uranium” as a single concept so that the concepts “enriched” and “uranium” themselves are not observed or linked to any other concept.  Other programming strategies may link “enriched-uranium” AND “enriched” AND “uranium.”


This distinction is important because sometimes one finds two compound concepts separated from each other in certain semantic forms.  “Enriched uranium”, for example, could be identified as follows from this terrorist guide to bomb making:

“Take some uranium (enriched) and jam it in the casing behind the fuse.”

While it might be argued that this example is a bit fanciful, and while this particular semantic arrangement is extremely unlikely to appear in DOE documents, it does illustrate a syntactical problem that must sometimes be overcome.  In the above example, a human knows that enriched-uranium is being referred to, but the computer does not—it single mindedly is looking for “enriched” followed immediately by “uranium” and will not join the two into a single compound if it does not find them exactly so.  The solution is to use an association that states if the two words occur within a certain scope (number or words or sentences) then they form a compound word:

If “enriched” and “uranium” occur within one sentence, then create “enriched-uranium.”

It is important to note that if an association is used for this purpose, in every case, “enriched” and “uranium” WILL BE LINKED as separate concepts as well as “enriched-uranium,” regardless of system architecture.

Equivalent Expressions

It would be nice if the exact trigger concepts were exclusively found in text, like “Ce” and “Battery X-12”.  However, the CN must reflect that these two concepts have equivalents or synonyms.  “Ce” is the same as “cesium”, and “Battery X-12” and the “X-12 Battery” are synonyms.  In these two cases, the concepts really are literal synonyms.  Many concepts, however, may be considered synonyms in a given, limited knowledge domain even though they are certainly not synonyms in the dictionary or even in common usage.


For example, suppose one were working on a topic map that concerned itself with drugs.  As it turns out, methylenedioxymethamphetamine or “meth” is called “love drug” on the street, along with a host of other richly metaphorical but largely incomprehensible slang terms (to a non-user).  For the purposes of a drug-related concept network, all these colorful concepts or phrases are best considered equivalent expressions or synonyms, even though from the point of view of ordinary language, they are not.  Similarly in a weapons context, slang from the shop floor may be synonymous with “expert” or purely scientific terms.


The key issue, then, in deciding if two concepts are equivalent is not what a dictionary says but whether in a specific concept network domain they function as equivalents.  “Wheel” and “tire” are not synonymous in ordinary usage, for example; however, in a given concept network they may be linked with “size” interchangeably.


Various semantic configurations of a given concept may also be synonyms.  For example, consider the following sentences:

1. Next, the chip is etched by a laser.

2. Etching is the next step in the process.

3. A high energy laser etches each chip.

4. Laser beams are used to etch chips.

If the use of laser beams and etching is important to hide in chip manufacture, then the Network Topic might be: “If ‘Etch’ and ‘Laser’ are found, then CRD.”  Since the concept “etching” has many forms, the solution to this problem is to choose one form as a trigger concept and make all the other forms equivalents.

“Wrappers”

Sometimes it is useful to form a general category, unrelated to any keywords—or maybe to any word at all—in order to hold a variety of concepts.  Such expressions could be lumped together using a nonsense expression; however, the too arbitrary use strange words for category-holders not only may confuse others trying to make sense of the knowledge base—they may even confuse the person who created the knowledge base in the first place when he comes back to it after an interval.  It is a good idea then to create a descriptive “run together” or conjoined concept.


For example, if one were constructing a knowledge base to read school excuses to determine if a school absence should be excused, one might arbitrarily introduce two special words unlikely to appear anywhere else, e.g. “Goodexcuse” and “Badexcuse”.  Several associations then might be constructed:

101.1 If “Wild-indians” and “Attack” then “Badexcuse.”

101.2 If “Animal” and “Ate” and “Sibling” then “Badexcuse.”

101.3 If “Doctor” and “Fever” then “Goodexcuse.”

(Due to the inventiveness of the young, this particular knowledge base would be added to almost continually.)  It is better NOT to make a compound word or association into a wrapper concept because of possible unwanted linkages of their components.

On the other hand, sometimes wrappers must be used carefully according to the primary use of a concept network.  For example, if, for ease of reference, “Specified weapon” is used as a wrapper, one may designate it as a wrapper in a concept network where W-1, W-2, W-3, etc. all imply “Specified weapon.”  Thus, (Specifiedweapon → CRD) would fire if any weapon was mentioned.  This strategy must be considered, however, in the light of the CN’s purpose:

1. If one were using a concept network primarily to discover if a particular document were classified, then one would not want the wrapper Specifiedweapon to indicate a classification problem if it were found in the document.
  The sentence “Specified weapons are made at the Y-12 complex” is pretty harmless.  “W-1 is put together in Building 3456,” however, is not!  (Similarly, the wrapper “Number” must not be confused with various actual numbers like 34.5 or the value of 

2. However, if one is searching guidance topics trying to locate concepts that are linked to various topics, “Specified-weapon” or “Number” are indeed terms one wants to catch.  Since wrappers are concepts that serve as place holders for a set of concepts, one does not want “Specified-weapon” or “Number” to be a wrapper in this case!  Instead, Specified weapon, W-1, W-2, W-3, etc, must all be trigger concepts, and the compound “Specified-weapon” must be used.
 Wrappers can be very useful, but one must be very careful when using them.  One must consider the various results of using a compound word or a conjoined word exactly as one considers a chess move—a tactic may seem perfect until one considers the next six moves.
Summary

Here are a few suggestions for choosing trigger concepts:

1. Determine the intent and meaning of the topic as it relates to all other guidance components.

2. Determine the minimum number of critical (essential) concepts capable of expression in a Network Topic (if…then).

3. Choose trigger concepts with an eye to exact reference (compound keywords).

4. Choose trigger concepts that will fit into the entire concept network, especially keeping their relationships to the keystones clear.


There are also a few conventions that may be standardized in respect to the form of keywords:

1. Represent trigger concepts as nouns (initially capitalized and singular), including compound words (“enriched” is an adjective, but the compound “Enriched-uranium” is a noun.)

2. If a verb is essential, use the capitalized infinitive (“to”) form of the verb (e.g., “Machine” or “Etch”)

3. Minimize the total number of trigger concepts in the concept network, consistently picking the same (most fundamental) one for equivalent or overlapping concepts.

4. For hierarchical topics, put in only the concepts that pertain to the topic under consideration, and let the network “notify” or “fire” higher level concepts.

Mapping the Relationships between Concepts

Importance of the CN

The CN consists of the all relevant concepts and a map of the relationships that obtain between them.  The first step is to create a network topic for each guidance topic
 and then appropriately to connect all these network topics through the CN.  This section concerns how the CN must be constructed so that (1) trigger concepts for a single network topic will fire when found in text or fire implicitly from the context and (2) network topics will fire other network topics whose trigger concepts have not been fired by whatever text is being processed.  In other words, the CN finds direct and indirect, primary and secondary network topics.


The form of a given network topic may be constructed differently but is usually either an implication (p → x) or an association (p, q…→ x).  It is important to note that a CN may be expand it ability to connect information since (1) it discloses how concepts are related to each other, and (2) it can display linkages in respect to a hierarchy of guidance topics as well by displaying, for example, that a given network topic is linked to other network topics that have not been identified by the context in question.  In other words, the CN may be structured to display primary and secondary connections.  


An adequate CN must be able to display primary and secondary, direct and indirect linkages.  When one is building the concept network, this requirement must be kept in mind.   Accordingly, one must be very familiar with one’s editing software to make sure that these connections are brought to a searcher’s attention.  For example, what follows on the next page is a little puzzle/illustration based on the transformations of the following Car Guide topics into a Network Topics.  Its aim is to show that it is not enough in searching for relationships for authoring purposes just to find the direct relationships.

GIVEN 

TOPIC 205.3—Interest in developing brakes that will recharge the batteries as the vehicle is slowing down is CFRD.

Network Topic 205.3—(Battery-recharging, Brake) → CFRD.

TOPIC 203.5—All information pertaining to recharging the batteries to include time, power sources, adapters and converters is unclassified.

Network Topic 203.5—(Battery, Recharging) → U.
But suppose one also had this topic and derived network topic:

TOPIC 205.4—All information associating El-1 and a generator/alternator is CFRD.

Network Topic 205.4—(El-1, Generator) → CFRD.

(This is a legitimate topic because the only reason one would have a generator/alternator on an electric car is for battery recharging.)

In the concept network for these three network topics there are the following relationships:

(Battery, Recharging) → Battery-recharging (an association creating a compound)

Generator→ Battery-recharging (an implication)

Proposed Topic to be Analyzed by Concept Network

 
The association of EL-1 and a low friction generator is CFRD.

Results

1. First order relationship:  205.4 fires directly because of both trigger concepts [EL-1 and Generator].  (A topic map would report finding this topic for either one.)

2. Second order relationship:  205.3 fires because generator in 205.4 implies Battery-recharging in the CN, i.e. “generator” is not a trigger concept in 203.5.

3. Third order relationship:  203.5 will be found through a path of Generator [trigger concept in 205.4] → Battery-recharging [compound keyword] → Battery [one part of association Battery-recharging in 203.5]


Accordingly, building a concept network has two parts: (1) constructing network topics one topic at a time and (2) making sure the topics themselves are properly linked to each other and to their keystones (including linkages that cut across hierarchical “trees.”) so that the author can readily follow all the impacts of possible changes.

Setting up Implications

An implication as it is used here refers to the logical form if p then q where there is only one term in the prodosis (the “if” part) [p → q]. For the sake of discussion of this relationship, an implication is a logical implication when one concept implies another concept in a hierarchical tree and a network implication when it I used to represent a topic.  For example,

1. Logical implication: EL-1 implies “Bunny-car”.

2. Network implication: If Battery-number, then CFRD. 

There is nothing different about the form “if p then q” in either of these examples, but to avoid confusion logical implications and network implications are differentiated.  The same point will be made with associations later.


Many times the relationship between two concepts is that of implication.  Sometimes the implication is strict and logical, as in “U238” implies “radioactive material.”  At other times, the implication is based on common cultural usage, “senior citizen” implies a “person over 50 years of age.”  Sometimes the implication arises out of a set of “constructed” relationships, as “prehension” implies “temporal dependence,” an idea constructed in a metaphysical system by Alfred N. Whitehead.


A knowledge engineer is wise to keep these distinctions in mind.  In the first example, the definition of U238 includes radioactivity; thus, the implication is an analytic relationship.  Many sciences have very precisely defined concepts, sometimes expressed in a hierarchy.  For example, “mammal” implies “vertebrate” implies “animal”, etc.  It may be possible to import whole “charts” or “trees” of such implications into a topic map without fear since these relationships are founded on a strictly defined basis.  This is also true of taxonomies of materials, processes, etc. that are used by various facilities.


Just as often, however, there is no logical necessity in a relationship; instead the implication may be a result of empirical observation.  “The smell of alcohol on your breath” implies “you are driving under the influence” or “the word ‘etching’” implies “computer chip manufacture.”  Such implications may be true always, sometimes, or never.  In designing a knowledge base, one must be sure that the implication one puts in is always applicable for the subject domain in question.  While a logical, analytic implication will always hold in any subject domain, “carbon compound” implies “life form” has a limited application.  Keeping track of implications becomes harder as the size of knowledge bases expand.  For example, etching can refer to how a set of art plates are created so that “Would you care to see my etchings?” implies seduction.


To say the same, knowledge bases and topic maps usually have large numbers of implications.  It is the job of the knowledge engineer to keep track of them, whether they are analytic trees as in biology or ad hoc observations from a shop floor.


A single concept may imply many others, as “radioactive material” implies “radium” and/or “radioactive material” implies “uranium”, etc.  It is also possible to have a number of concrete materials, e.g. radium, uranium, etc. imply a single concept “radioactive material.”  It is important to keep in mind the requirements of a given CN.  For example, “radioactive material” might also imply “californium”; however, if californium does not appear in the concept network in question, there is no reason to add the implication.  Each concept network must reflect the “universe of discourse” that is represented in the domain of knowledge being represented.  Concept networks work because they do not try to represent all possible knowledge—this is the job of artificial intelligence.

Constructing Associations


Associations are defined as complex implications involving more than one condition, as in the formula “if p and q and r… then x.” [(p, q, r) → x]  Seldom, however, in the construction of a CN does the number of conditions exceed three or four.  There are three distinct uses of associations.  


The first of these is the use of an association to create a compound word which, like “Enriched-uranium”.  Normally, a compound word is the joining of two or more adjacent concepts; however, semantically this keyword can and is often transformed by inserting other concepts between the two components.  [See “Compound Words]  An association can solve this problem by specifying that if the first concept is found in the same sentence as the second term, then the compound word has been found.


The second use of an association is to think of it as a co-implication.  If one is trying to distinguish “arthropods” from other insects in documents, then the mention of an exoskeleton; jointed, segmented body and limbs; and a brain dorsal to the alimentary canal is a pretty good indication that arthropods are under discussion.  Unlike a network association that “rings the bell” and notifies a user when used in a network topic, a logical association simply indicates that arthropod has been found.  If the all of the defining keywords are not present, then “arthropod” has not been found.
  This technique is very useful because almost any concept can be identified with a “twenty questions” approach; however, if too many keywords must be found before the association is fired, then this technique may become cumbersome.


Finally there is the association which is used to represent most network topics.
  When the conditions of an association are satisfied and the association is fired, then a user is notified.  This can be somewhat complicated, however.  Consider a hypothetical situation where the firm Aunt Granny’s Cake and Pie Company has produced a guide called the Cake Guide to protect its proprietary recipes.  One of the Cake Guide topics is:

Topic 23: The fact that baking powder, eggs, and hominy grits are used in Aunt Granny’s pound cake manufacture is SRD.  (An ex-guidance author was hired by Aunt Granny herself to help formulate these topics!)

   The keywords are Baking-powder, Egg(s), Hominy-grits, and Aunt-Granny’s-pound-cake.  First of all, there is only one single concept “Egg(s)”.  “Baking-powder,” “Hominy grits,” and “Aunt-granny’s-pound-cake” are all compound words.  Since baking powder is always referred to as “baking powder” and not “powder used for baking” or in some other odd semantic combination, one can simply create a compound word “Baking-powder” to take care of that problem.  Likewise “Hominy grits” is also a semantic unit although, just to be safe, “Grits” might be an equivalent expression.


However, it is quite possible that “pound cake” could occur in a recipe without the honorific “Aunt Granny’s”.  In fact, all kinds of jarring possibilities might be encountered, like “Aunt Granny’s favorite pound cake recipe”.  “Aunt Granny’s” does form a single semantic unit and can be safely made into a compound word, and “Pound cake” can too.  To avoid the problem with adjectives and other sets of words in between the “Aunt-granny’s” and the “Pound-cake,” however, an association must be made that specifies that if “Aunt-Granny’s” and “Pound-cake” are found in the same sentence, then the concatenated form “Aunt-Granny’s-pound-cake” has been found.


Thus, Network Topic 23: (Baking-powder, Egg, Hominy-Grits, Aunt-granny’s-pound-cake) → SRD

Thus, quite a bit of engineering is necessary for this one network topic.

Setting Scope

In using associations of all types one encounters the problem that a computer does not know when two concepts appearing in a text stream ought to cause a network association to be fired.  A human classifier is able to read a document and determine this.  For example, suppose a network topic existed “If cesium (Ce) and X-12 then SRD.”  If one were using a concept network to aid in declassification of documents, it may matter a great deal just how close Ce and X-12 occur:

1. (From a letter about safety) We have had some problems with the handling of Ce in the complex, but these issues have been taken care of by promulgating a number of safety rules and equipment requirements….[Five paragraphs later] The X-12 program overall has had few safety issues.

versus

2. (From a production report) The use of cesium in the manufacture of the X-12 battery has been far more expensive than was forecast because of an increase in unit cost of the material.

Now unless cesium can be used for nothing but batteries and is, therefore, unmentionable all by itself, and unless the term “X-12” all by itself violates a guidance topic, the first excerpts really do not give away that cesium is used in battery production.  The two concepts are pretty far removed from each other, and the context is safety not manufacturing.  However, in the second sentence, there is equally no doubt that classified information is being revealed.  A human has no trouble in distinguishing this, but how does a computer do it?


The answer to this is that the computer decides that concepts are being related in some way if they appear in proximity to each other in the text.  If the two concepts appear in the same sentence, then no problem—the sentence must be flagged.  However, what about in the same paragraph or in a two-hundred page document forty pages apart?  How close concepts may be to another in a document before notification is made is referred to as scope.  A knowledge engineer must decide for each association or network topic what its scope will be.  Scope may be set in many ways; but usually it is within a certain number of words, a sentence or number of sentences, a paragraph or number of paragraphs, or a document.


In our present example, if the scope is set to a paragraph, then Ce and Battery X-12 will “fire” the association if and only if those two concepts occur in the same paragraph; if one is in a given paragraph and the other in the next one, then nothing happens.  Thus, number 1 in the examples above would not fire, and number 2 would.  A human classifier can spot any relationship of these two concepts no matter how far apart they may be; however, a computer relies upon scope as an indicator that they are sufficiently linked to cause concern.


This problem of scope can be resolved using common sense and expert knowledge.  As a rule of thumb, a paragraph is a likely scope for most network topics since, by convention, a paragraph is a unit of writing, the ideas or concepts of which are supposed to be related or linked.  However, is it not possible that one might have a document with several paragraphs discussing materials of the new X-12 Battery with one key material discussed in each paragraph?  Sure it is possible!  Then why not just make the scope for every network topic an entire document?  Well if one does that, every occurrence will be flagged, but false positives will increase. 


Thus, a knowledge engineer must weigh the scope problem carefully—if he or she sets the scope to a sentence or less, the odds of each notification being 100% accurate are high; however, instances further apart than a sentence will not be caught.  If, on the other hand, the scope is set to multiple paragraphs or to a document, then the odds are equally high that the program will report hits that are irrelevant or false positives.  A topic map must be tested until the knowledge engineer is satisfied that the optimum balance is reached between accuracy and relevance.

Using Ordered Associations

In a “regular” association, it makes no difference in what order keywords are found in a document.  As long as the concepts are found within a given scope, then the program will fire a hit.  However, as their name suggests, the trigger concepts of ordered associations must occur in order—first, second, third, etc.  This relationship is very useful when one is looking for a collection of keywords that together form a larger semantic unit.  For example, a street address contains a number, one or more capitalized words, and a street designator, such as “St,” “Ave,” “Way,” etc.  This can be symbolized as:

If [number] + [Capitalized word(s)] + [street designator], then ADDRESS.

This relationship also forms the basis of formulae such as [number] followed by [unit of measure] where the unit of measure is specified, e.g. meter, pound, inch, etc.

Constructing Complex Disjunctive Relationships

Disjunctive relationships between concepts are those where concepts are expressed as a or b (a v b).  This relationship could be expressed repetitive series, e.g.:

If a, then x
If b, then x
If c, then x
It is far quicker, however, simply to use: If a v b v c, then x

The real utility of this relationship, however, lies in its use in building up complex logical expressions.  To illustrate this, suppose we have four distinct concepts, a through d.  To create a complex expression, wrappers must be used, e.g., suppose a guidance topic like the following:

Guidance Topic:  If a brake and resistance-recharging system or the presence of an alternator or generator is mentioned, then CRD.

Let a = Brake, b = Recharge, c = Alternator, d = Generator.

1.  Let a & b = R [some wrapper concept, like Recharge1], thus, the association

(Brake, Recharge) → Recharge1

This move combines the concept of a brake-recharging system into a single wrapper concept that can be used in more complex Boolean expressions.

2.  Let c v d = S [Some other wrapper concept, like Rechargeunit], thus, the disjunctive relationship

(Generator v Alternator) = Rechargeunit
This second move represents the idea that either or generator or an alternator may indicate a charging system.

The network topic that represents this guidance topic will then become:

Recharge1 v Rechargeunit → CRD

The choice of which representation one should use depends on the “style” of the knowledge engineer and upon whether the terms “alternator” and “generator” are used elsewhere separately.  Since both of these electrical charging units do the same thing, they could be made equivalent to each other,
 or they could be combined as above, or they could be kept entirely separate.  Generally speaking, the less complexity there is in a network, the better.  Which of these three formulations will work best depends upon the rest of the network.


For example, if, for some technical reason, generators are distinguished from alternators in the network, then the strategy of making them equivalents will not work.  In this case, one must decide whether in the particular network, there is more than one reference to the combination of the two.  If there is, then using a wrapper is probably the best bet; otherwise, the use of the two concepts separately is easier and less complex.


The point, however, is that the most complex Boolean expressions can be constructed using conjunctive and disjunctive relationships by using wrappers.  Even so, one must remember that complexity in a CN opens the way for unexpected consequences.  One should use complex representations if and only if their use makes the entire CN simpler and perhaps more “elegant” from a programming












Treasure: DOE Prototype Electric Vehicle (EL1) Design [SRD]





EL1 Engine Design [SRD]


EL1 Engine Weight [CFRD]


EL1 Engine Power [CFRD]


Design of EL1 DC Motor [SRD]


Configuration of The Windings [SRD]


Material Used in The Windings {SRD]


EL1 Power Supply Technology [SRD]


EL1 Battery technology [CRD]


Fact of Use of Lead Acid Battery [CRD]


Battery-Lifetime Improvements [CRD]


EL1 Fuel Cell Technology [SRD]


Membrane Design [SRD]


Catalyst Properties [CRD]


3.0	EL1 Transmission Technology


EL1 Gearing System Design [SRD]


EL1 Brake System Design [CRD]


Generator used to recharge battery during braking


Residual EL1 Technology [CRD]


Security System Design [SNSI]


Design of electronic locks [SNSI]


Design of tracking system [SNSI]


Cost a�nd Production Data [SFRD]


Cost of Prototype car [SFRD]


Cost of prototype engine [SFRD]


Estimated production cost of Prototype car[SFRD]








Treasure: The Design of DOE’s EL-1 “Bunny Car”





e.g., do not reveal battery technology





e.g., do not reveal engine design





e.g., do not reveal braking system





Network Topics Rules





Classification Guidance





(Engine, Weight)        → CFRD





(EL-1, Horsepower) → CFRD





(EL-1, AC/DC) → CFRD








(Number, Battery)


→ CFRD





(Battery, Lead-acid) → CFRD








(Battery, Arrangement) → CFRD








(Improvement, Date) → CFRD





(Brake, Recharge) → SRD








(Brake, Cobalt) → SRD
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Hint: Compound words allow greater precision is representing concepts. A Germanic mindset is here useful.  The German language is famous for joining several concepts in to a compound concept, e.g., the English “umbrella” (from Latin, “little shade”) versus the German “Regenschirm” (“rain” + “shield”).  It is said that the original WWI German word for “tank” was such a long, descriptive combination that the tank would be upon a soldier before he could get the word out!  A rule of thumb might be that if a concept, by the addition of modifiers (or other concepts), becomes a compound concept such that it differs in its treatment in classification (“uranium” and “enriched uranium”), then one should create an hyphenated compound keyword.








HINT:  Always use the same semantic form for a trigger concept and enter the synonyms in the same order for each concept, e.g. let “Etch” be a keyword and “Etches, Etched, Etching” be equivalents.  This technique will save a lot of time in checking a knowledge base because the same pattern will be expected for each concept entry.








HINT: While each knowledge base must be constructed in the best way to represent its specific subject material, whenever possible keep charts or trees running in the same direction, i.e. most concrete to most abstract or most abstract to most concrete.  This makes the knowledge base easier to check, and it avoids logical problems as well.








Remember that if a compound word is formed using an association, then the compound word AND its two components will all be found in a topic map.








� In thinking about knowledge engineering, it is useful to visualize the automated classifier as a person who has demonstrated the potential for becoming the “best” classifier in the classification community—the “Master Classifier” for a community of interest. This “person” will become an essential community resource, created by the community for the community. Y-12 experience has demonstrated that automated classifier technology can (1) cost-effectively capture and apply enterprise knowledge and understanding, (2) enhance the productivity of classification and, (3) provide a community-wide standard for classification excellence.


� “Association” and “conjunctive implication” are used interchangeably in this document.


� The term keyword is very familiar; however, in a concept network a keyword chosen as a trigger concept includes all concepts in the CN that are equivalent to, imply, or are associated with the term.  Keyword in its usual usage may be somewhat misleading in this process.


� A guidance topic refers to written topics found in guides; a network topic refers to an “If-then” [→ ] expression.


� A trigger concept “complex” may be compound words or phrases functioning as a single trigger concept.


� One must be exceedingly aware of the peculiarities of each system used to link the concepts in the CN.  Topic map architecture has certain strengths and weaknesses, just as any other method of specifying the vast number of possible Boolean relationships by which concepts are linked and related.


� The strategy of creating a wrapper of run-together words like Specifiedweapon avoids the problem; on the other hand, separating the two into Specified-weapon (compound) almost guarantees the term will be found.


� Sometimes to capture all the nuances of a guidance topic, more than one IOV association may be used although generally one association is enough.


� These are logical implications in the network, not network topics themselves.


� This example presupposes that the topic map in question links both compound words AND their components.


� Using KEMA it is possible to set up a “Possibility of Value” (POV) association that alerts a user if only one of the conditions of the association is found; this is discussed below.


� If a network topic had one keyword, e.g. “The term ‘sodium-chloride’ is SRD,” a simple implication could represent the topic.


� See “Completeness of Retrieval” on page X for a discussion of false positives.


� If all these concepts are in a concept network, then any term synonymous or implicative of these terms will also fire the IOV concept.


� It might also work simply to make the two concepts equivalent in a specific CN; however, this method will keep the two concepts separate.


� This depends entirely on the specific concept network under consideration.
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