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Background

• In FY15, CASL delivered the initial VERA core simulator 
(VERA-CS) and demonstrated the ability to accurately 
simulate 12 cycles of Watts Bar Unit 1.

• Feedback from customers (i.e. Industry Council) was 
that computational needs were too high for industry 
partners to use

• A suggested target was to run one full cycle depletion in 
less than 24 hours with 1,000 cores 
(the “1,000 Core Goal”)

• In FY16, we had a DOE reportable milestone to improve 
the run-time performance of VERA-CS
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This was a Large Effort from
Many Contributors:
• Benjamin Collins (ORNL)
• Steven Hamilton (ORNL)
• Mike Jarrett (UM)
• Kang Seog Kim (ORNL)
• Brendan Kochunas (UM)
• Yuxuan Liu (UM)
• Scott Palmtag (Core Physics)
• Robert Salko (ORNL)
• Shane Stimpson (ORNL)
• Alex Toth (SNL)
• Ben Yee (UM)

Authors listed in alphabetical order
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DOE Milestone Supported by 
Many Smaller Milestones

Title Level Due Owner

VERA-CS Improvements L2.PHI 8/17 Palmtag
• PHI Performance improvements in VERA-CS L3.PHI 7/31 Collins
• Restart File improvements for performance and 

coupling L3.PHI 7/31 Kochunas
• Improve CTF Parallel Performance L3.PHI 4/30 Salko
• Improvements to CMFD methodology L3.RTM 5/31 Collins
• MPACT Performance improvements in VERA-CS L2.RTM 6/30 Kochunas

– Run time improvements to resonance methodology                                                
including subgroup and ESSM/ESSM-X L3.RTM 5/31 Liu

DOE Reportable Milestone Delivered Successfully!



5

Test Problems
• Watts Bar Unit Cycle 1

– 3D Quarter-Core Geometry
– Critical Boron Search
– T/H feedback

• Test Problem 1
– Single Statepoint (HFP)
– no depletion

• Test Problem 2
– 5 Depletion Steps

All Cases run on NSED cluster with 870 Cores
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Initial Performance Problem 2

Initial Run-time: 13 hr 39 min
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Individual Improvements

1. Cross Section Improvements
2. CTF Improvements
3. MOC Improvements
4. Subgroup Sweep Improvements
5. MPACT Parallel Partition Improvements
6. CMFD Improvements

(Listed in order of implementation)

Only the highlights will be covered.  More 
details can be found in the milestone report.
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CTF Performance Improvements
• Increased domain 

decomposition parallelism 
from 1x1 core per assembly 
to 2x2 (or 3x3) cores per 
assembly

• 2x2 decomposition gives 
speedup of 3X

• Quarter-symmetry, pin-
resolved simulation time 
dropped from 563 s (56 
processors) to 193 s (193 
processors)

Simulation time for ~15,000 channel
full-core model reduced by factor

of ~3X 
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MPACT Parallel Partition Improvements
1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4
1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4
1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4
1 1 1 1 2 2 2 2 3 3 3 3 4 4 5 5 5
7 7 7 1 2 6 6 6 6 6 6 3 5 5 5 5 5
7 7 7 7 7 7 7 6 6 6 6 6 5 5 5 5 5
7 7 7 7 7 7 7 6 6 6 6 6 6 5 5 5 5
8 8 8 8 9 9 9 9 10 10 10 10 11 11 11 11 11
8 8 8 8 9 9 9 9 10 10 10 10 11 11 11 11 11
8 8 8 8 9 9 9 9 10 10 10 10 11 11 11
8 8 8 8 9 9 9 9 10 10 10 10 11 11 11
14 14 14 8 9 13 13 13 10 12 12 12 12 12 11
14 14 14 14 13 13 13 13 13 12 12 12 12 12 12
14 14 14 14 14 13 13 13 13 12 12 12 12
14 14 14 14 14 13 13 13 13 13 12 12 12
15 15 15 15 15 15 15 15 15
15 15 15 15 15 15 15 15 15

• Old partition required the 
same decomposition along 
the “x” and “y” directions

• Caused some computaitonal
cores to have more work 
than others

• New partition allows more 
general decomposition

• There are still some 
limitations, but provides 
much nicer load balancing
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CMFD Improvements

• The course-mesh finite-difference (CMFD) solver uses a 
large eigenvalue matrix solver

• Considerable improvement was made by switching to 
the Davidson method in the Trilinos linear system

• Leveraged the experience from the DENOVO SP3 
solver
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HFP Run-Time Improvements

5.5x Speedup
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Depletion Run-Time Improvements

5x Speedup

Improvement made chronologically 

0:00:00
1:00:00
2:00:00
3:00:00
4:00:00
5:00:00
6:00:00
7:00:00
8:00:00
9:00:00

10:00:00
11:00:00
12:00:00
13:00:00
14:00:00

Baseline XS/ADCMFD CTF MOC SUBGROUP Partition CMFD

 Total Time
Init. Time
MOC Solver Calc.
MOC Solver Comm.
Self-Shield Calc.
Self-Shield Comm.
Nodal Solver
calcMacro
CMFD  Setup
CMFD  Solve
CTF
Origen



14

1,000 Core Goal

• The final run-time for 5 depletion steps on 870 cores is 
2 hours and 45 minutes.  

• An actual cycle depletion will have approximately 25 
depletion steps instead of 5

• Multiply by 870/1000 to account for the different core 
counts.   

• Therefore, the run-time for a cycle depletion on 1000 
cores will be approximately 12 hours.  

• This satisfies our goal of running a cycle depletion with 
1000 cores “overnight”.

Successfully Reached 1000 Core Goal!
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Questions?

Final report available on CASL website:

“Summary of VERA Core Simulator Performance Improvements,” 
CASL Report CASL-U-2016-1171-000
August 2016

http://www.casl.gov/docs/CASL-U-2016-1171-000.pdf
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